
NASA/CR- 1999-209551

ICASE Report No. 99-36

Parallelization of a Multigrid Incompressible Viscous

Cavity Flow Solver Using OpenMP

Kevin Roe and Piyush Mehrotra

ICASE, Hampton, Virginia

September 1999



The NASA STI Program Off'we... in Profile

Since its founding, NASA has been dedicated

to the advancement of aeronautics and space
science. The NASA Scientific and Technical

Information (STI) Program Office plays a key

part in helping NASA maintain this

important role.

The NASA STI Program Office is operated by

Langley Research Center, the lead center for
NASA's scientific and technical information.

The NASA STI Program Office provides

access to the NASA STI Database, the

largest collection of aeronautical and space

science STI in the world. The Program Office
is also NASA's institutional mechanism for

disseminating the results of its research and

development activities. These results are

published by NASA in the NASA STI Report

Series, which includes the following report

types:

TECHNICAL PUBLICATION. Reports of

completed research or a major significant

phase of research that present the results

of NASA programs and include extensive

data or theoretical analysis. Includes

compilations of significant scientific and
technical data and information deemed

to be of continuing reference value. NASA

counter-part or peer-reviewed formal

professional papers, but having less

stringent limitations on manuscript

length and extent of graphic

presentations.

TECHNICAL MEMORANDUM.

Scientific and technical findings that are

preliminary or of specialized interest,

e.g., quick release reports, working

papers, and bibliographies that contain
minimal annotation. Does not contain

extensive analysis.

CONTRACTOR REPORT. Scientific and

technical findings by NASA-sponsored

contractors and grantees.

CONFERENCE PUBLICATIONS.

Collected papers from scientific and

technical conferences, symposia,

seminars, or other meetings sponsored or

co-sponsored by NASA.

SPECIAL PUBLICATION. Scientific,

technical, or historical information from

NASA programs, projects, and missions,

often concerned with subjects having

substantial public interest.

TECHNICAL TRANSLATION. English-

language translations of tbreign scientific

and technical material pertinent to
NASA's mission.

Specialized services that help round out the

STI Program Office's diverse offerings include

creating custom thesauri, building customized

databases, organizing and publishing

research results.., even providing videos.

For more information about the NASA STI

Program Office, you can:

Access the NASA STI Program Home

Page at http://www.sti.nasa.gov/STI-

homepage.html

Email your question via the Internet to

help@sti.nasa.gov

Fax your question to the NASA Access

Help Desk at (301) 621-0134

Phone the NASA Access Help Desk at
(301) 621-0390

Write to:

NASA Access Help Desk

NASA Center for AeroSpace Information
712 ! Standard Drive

Hanover, MD 21076-1320



NASA/CR- 1999-209551

ICASE Report No. 99-36

Parallelization of a Multigrid Incompressible Viscous

Cavity Flow Solver Using OpenMP

Kevin Roe and Pivush Mehrotra

ICASE, Hampton, Virginia

Institute for Computer Applications .in Science and Engineering

NASA Langley Research Center

Hampton, VA

Operated by Universities Space Research Association

National Aeronautics and

Space Administration

Langley Research Center

Hampton, Virginia 23681-2199

Prepared for Langley Research Center
under Contract NAS 1-97046

September 1999



Available from the following:

NASA Center for AeroSpace Information (CASI)

7121 Standard Drive

Hanover. MD 21076-1320

(301 ) 621-0390

National Technical Information Service (NTIS)

5285 Port Royal Road

Springfield, VA 22161-2171

(703) 487-4650



PARALLELIZATION OF A MULTIGRID INCOMPRESSIBLE VISCOUS CAVITY FLOW

SOLVER USING OPENMP*

KEVIN ROE AND PIYUS[t MEtIROTRA

Abstract. We describe a multigrid scheme for solving the viscous incompressible driven cavity prol)lem

that has been parallelize(l using OpenMP. The incremental parallelization allowed t)y OpenMP was of great

hell) during the parallelization process. Results show good parallel efl-icieneies for reasonable problem sizes

on an SGI Origin 2000. Since OpenMP allowed us to specify the mmlber of threads (and in turn t)rocessors)

at runtime, we were able to improve performance when solving on smaller/coarser meshes. This was ac-

comt)lished by giving each processor a rot)re reasonable amount of work rather than having many l)ro(:essors

work on very small segments of the data (and thereby adding significant overhead).

Key words, parallel conq)uting, SGI Origin 2000, ()penMP, nmltigrid, viscous driven cavity

Subject classification. Comt)uter Science

1. Introduction. Effective use of parallel machines requires easily maintainal)le and t)ortable program-

Ining models that allow users to exploit t)arallelism in applications written in a standard high-level language.

MPI provides portability, however it can be more difficult to maintain aint is not a high-level programming

model. High Performance Fortran (HPF) is portable and fairly easy to maintain. OpenMP is also portable

on shared memory architectures and fairly easy to maintain, although it can only be used on shared memory

machines [1, 2, 3]. Since HPF can be used on I)oth shared and distrit)uted memory machines, one wouht

think that it wouhl be the parallel programming model of choice. However, ()penMP has some advantages

over HPF if one is using a shared memory inachine. Most notably, the ()penMP model allows users to

incrementally parallelize their (:ode, which can t)e invaluable when l)arallelizing large codes.

Viscous fluid flow inside a driven cavity is a popular test case for evaluating numerical techniques, x,_,_

describe the parallelization of a rnultigrid scheme for solving the viscous incompressible driven cavity problem

using OpenMP. Two-dimensional incompressible viscous driven cavity flows are computed using a loosely

coupled, implicit, second-order centrally differenced scheme. Mesh sequencing and a three-level V-cycle

multigri(l solver with a simple Jacol)i integration smoother are used in this stu(ty. Although a multi-level

V-cycle would more likely appear in practice, the three-level V-cycle was used simply to test OpenMP's

performance.

In this paper we explain the viscous driven cavity prot)lern, the governing equations and the numerical

methods used. We then discuss the strategy used to parallelize the code. Tests were conducted to determine

the performance of OpenMP when an equal number of processors are used for each grid level, and to see if

overhead could be removed by using less processors for solv,ing on coarser grids. Finally we discuss possible

future work involving additional tests for the multigrid algorithm when more than three grid levels are

allowed, as well as possible performance comparisons between OpenMP, MPI and HPF.

2. Problem Domain. A driven cavity is defined as a rectangular cavity (the cases in this paper are

all done on square cavities) where a plate of infinite length moves across the top of the cavity from left to

*This research was supported by the National Aeronautics and Space Administration under NASA Contract No. NAS1-

97046 while the authors were in residence at the Institute for Computer Applications in Science and Engineering (ICASE),

NASA Langley Research Center, Mail Stop 132C, Hampton, Virginia 23681-2199. {kproe,pm}©icase.edu.



right with non-dimensional speed U (Figure 2.1). The domain is discretized on a two-dimensional structured

Cartesian mesh. Although the code was written to allow for clustering of mesh points near the walls, the

tests conducted were all done on meshes with uniform cell spacing.

U

[
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Circulation

J
FIG. 2.1. Square cavity with an infinitely long plate moving across the top of the cavity

3. Governing Equations. The non-conservative form of tile governing equations for unsteady incom-

pressible laminar viscous flow is as follows

(3.1)

(3.2)

(3.3)

where Re is the Reynolds number.

ux -t- Vy = 0

1 .,

ut + uuz + vuy + Px = -_V'u,

1
vt + uvx + vvy + P_. = -5-V'2 v,

n,e

An alternative method to solving the governing equations can avoid the explicit appearance of pressure

by using tile vorticity and stream function as dependent variables in the two-dimensional ease. The two-

dimensional vorticity transport equation is as follows

(3.4) (t + u(_ + v_

where ( is the vorticity defined by

(3.5) -:- Uy -- Vx.

The stream function in two dimensions is defined by

(3.6) u = 0y and v = -¢_.

Substituting this into (3.5) produces the Poiss(m equation for the stream function

(3.7) V2_/,' = (-

The governing equations (Equations 3.1-3.7) are discretized using second-order expressions for spatial

derivatives and a first-order implicit expression in time. The equations can be rewritten in two simplified

forms:



(3.8)

(3.9)

where,

1

ft + uf.r + vf v -- _., _,2 f = _g

-V_ f = -g

(3.10) f = [u, v, (, P, _},],

(3.11) 9 = [P_,,Py,O, g9,4] and

(3.12) -9g = (u.r + vu) t + u_ + 2UyVx + e_ - _-_-V 2 (uj. + eu).

\_ (:reate a loosely-coupled set of equations by evaluating f implicitly at ttm advanced time step, while

the non-linear terms u, v, and g are lagged at the previous time step. The resulting discretization is as

h)llows:

(3.13)

and,

f __ fl'l

At-- + _(:i+, -fi-l)+ _(fj+, -f_ l)-

1 1'R,m _ (fi+l - 2f + fi-l) _ (fj+l - 2f + fj_,) = -9

1 1 ) ,(3.14) - 2f + L-,) = -9_x. 2 (fi+_ - 2f + fi-l) -- _ (fj+t

where f represents f,,+l. 9' is the discretized form of g,

(3.15) g'=

where,

P'#, -P}2_
2Ax

0

gg'

(n

(3.16)
n n (Un n n _ V_, )2

, (U x q-Yy) q- Ui+ 1 --Ui_ 1 nt- _ j+l --Uj-1)(_)i+l -- V_-l) (U_+I "1-I

- gg - At 4_x 2 2AxAy + 4Ay '2 -

1 [(_tX + l)y)i!_ 1 -- 2('tX -]-Vy)"-_-(It/x -+-Vy)in__l + (ltx "Jr-"Y)_'+I -- 2( 'llx -_- ,)y)n.}_ (_ta" _]._,,,),o,_, 1
Re [ ,-_x 2 ,__y2 J "

Also note that

(3.17)

(3.18)

(u. + vy) "+l = 0 and

'ltti+l -- ?'P-- 1 "j_ 1 -- ?);1__ 1

(u. + %)" - 2Ax + 2Ay.



WecanrearrangeEquations3.13and3.14into

(3.19) Ai,jfi,j + Ai+l,jfi+t,j + Ai-t,j.fi l,j Jr- Ai,j+tfi,j+l q-Ai,j-lfi,j-1 = Bi,j.

When we are solving for u, v, and (, the coefficients are defined as:

At At

Ai,j = 1 + 2R_Ax--------2.+ 2_Ay,_,

At At

Ai±I,j -- R_Ax "z + 2A---_'

At At

Ai.j±l - ReAy., + _ and

Bi,j = fn -- /_t (I.

When we are solving for P and ¢/,, tile coefficients are defined as:

2 2

Ai,j = 5--%.2+ Ay 2 ,

1

Ai±l,j - Ax 2 ,

1

Ai,j±I - Ay 2 ,

Bi,j = _gl.

Now we cart solve the linearized system of governing equations in the form of A/= b. A more in depth

discussion on the solution of the viscous driven cavity problem can be seen in other references [5, 6, 7].

4. Numerical Methods. The flow solver approximately inverts a penta-diagonal linear system at

each time step in an attempt to have the dependent variables reach a steady state condition. A Symmetric

Gauss-Seidel (SGS) iteration is used to approximately invert A/ = b. A V-cycle nmltigrid is used to more

quickly damp low frequency errors from the solution; however, the V-cycle is currently limited to three grid

levels (fine, medium, and coarse). In addition, grid sequencing is used initially to speed the convergence of

the solution on tim finest grid. A more detailed description of the nmltigrid algorithm can be seen in other

references [8, 9].

5. Parallellzation Strategy. Even though the nmltigrid code used here was initially written without

any thought of being parallelized, only a few changes to the code were required prior to its parallelization.

Initially, a Symmetric Gauss Seidel (SGS) algorithm was used to speed convergence; however, there were

complications when attempting to parallelize this algorithn_; a red-black version of this algorithm was found

to be unstable [4]. Similarly, when either a regular or red-black Gauss Seidel algorithm was substituted in

place of the SGS method, the solution became unstable. Thus, a simple Jacobi algorithm was inserted to

replace the SGS algorithm for testing purposes.

Aside from tiffs, modifications to the code were only in the form of parallel directives specifying the

number of processors to use in parallel sections, which loops to parallelize, and which variables should

be considered shared or private. The code was incrementally parallelized, which aided tremendously in the

conversion process for two reasons. First, we did not have to determine the data mapping for all the variables



in tile entirecode.Second,usingOpenMPill contrastto MPIorHPFmadeit easierto efficientlyparallelize
sectionsoftile codeanddeterminet)ottlenecks.

Thenexttest.involwxtusingadifferentnumberof processorsfor"eachgridlevel.Althoughweassignall
availableprocessorswhencomputingat thefinestgridlevel,thismaynotyieldasufficientamountof work
for eachprocessorwhencomputingat thecoarsegrid level.In fact,thesynchronizationoverhead,when
usingallprocessorsat:acoarsergridlevel,will mostlikelydegradeoverallperformance.Sinceit is inshared
inemory,wedonot haveto worryaboutthe;costassociatedwith reshapingthedataif wewishto useless
threads/processors(thanat thefinegridlevel)in OpenMP,wecanassignadifferentnumberof processors
to eachgridlevelin themultigridalgorithmto betteroptimizeperformance(Figure5.1). Thiscodewas
writtensothatwecanspecifythenumberof processorsto useforeachgridlevelin aninputfile.Titusthe
codecartberunwithadifferentnumberof processorspergridlevelwithoutrecompilation.

.... [7IILJ_TT_A_-]
Ma_ nlll_ tw appr,,pr_alc I,, a_Mgn _; pr,_ c_lr_ I,, mediunl mcnh

- 7772-i

FIG. 5.1. Example: Employing a different number of processors for each me.sh level

6. Results. The viscous driven cavity flow solver was tested on the SGI Origin 2000 at NASA A'mes

Research Center. All timings were measured using clock calls within the code rather than profiling in order

to remove as much overhead as possible; also, results were the average of ten runs. Timings were started

after initial I/O and stopped when the solution had converged. The code was compiled with tire MIPSpro

7._90/gO compiler using OpenMP directives.

Results show sufficient parallel efficiencies when reasonable problem sizes were tested on the SGI Origin

2000. Table 6.1 and Figure 6.1 show that when the coarse grid size is sufficiently large (a factor of 8 smaller

than the fine grid) we are able to achieve good parallel efficiencies. When the fine grid is 64x64, the medium

grid is only a2xa2 and the coarse grid is only 16x16. Because there is little work to do for each processor, it

is difficult to obtain much benefit from using multiple processors. When the fine grid is increased to 256x256

(the medium grid is 128x128 and the coarse grid is 64x64), there is now more work for each processor to

do even when multiple processors are used. For the 256x256 grid, two processors yield an excellent parallel

efficiency of 0.94 and then steadily drops off as more processors are assigned. Larger problems continue this

trend obtaining a parallel efficiency of 0.96 for two processors in the 512x512 fine grid case. Also, notice

that when the code was parallelized with OpenMP, it maintained good single node performance. This is an

advantage over HPF since many current HPF compilers are still having difficulty obtaining good single node



TABLE 6.1

Performance of driven cavity problem using OpenMP

Fine Grid Size

Processors Parallel Eificiencies

seq

1

2

4

8

16

Execution Time (see)

64x64

6.62 32.60

6.81 33.10

4.18 18.52

3.09 11.13

2.21 8.41

1.97 5.26

128x128 256x256 512x512

193.35

198.82

102.85

56.21

35.90

23.59

4963.34

4990.18

2582.37

1375.71

817.85

512.76

64x64 128x128 256x256 512x512

0.97 0.98

0.79 0.88

0.54 0.73

0.37 0.48

0.21 0.39

0.97

0.94

0.86

0.67

0.51

0.99

0.96

0.90

0.76

0.60

1.0

0.9

0.8

0.7

_0.6

0.5

0.4

0.3

0.2
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_ _'-.
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FIG. 6.1. Performance of driven cavity problem using OpenMP

performance.

Initially, we believed that tile performance was lower than expected because of the Origin 2000's memory

placement policy [10, 11]. This is because the arrays were initialized serially; thus the arrays were assigned

to the processor which performed the initialization rather than being distributed among all the processors

which subsequently operated on the arrays. The array was then initialized in parallel and although this

improved performance, it was to a limited degree. If only a few iterations were run, then the impact on

performance would be significant. When the code was run until convergence (on the order of 1000-10000

iterations depending on the test conditions) the impact on performance was small enough to be within the

margin of error for our timings.

OpenMP also enables the user to specify the number of threads (and, hence processors) for each multigrid

level, if desired. This allowed for an optimal number of processors to be specified at each grid level. Table 6.2

and Figure 6.2 show that execution time can be reduced when tuning the number of processors for each grid

level. Although some benefit was obtained, it was not as major an improvement as originally hoped for.

Plots of the solution to the viscous driven cavity for R_ = 1000 using a 128x128 mesh can be seen

in Figure 6.3. The streamline trace shows the main circulation zone close to the center of the cavity and

two recirculation zones in the bottom corners of the cavity. The velocity vector plot also shows the main



TABLE 6.2

Performance with a different number of processors set, per grid level

Processors Fine Grid Size

Execution Time (see) Parallel Efficiencies

fine lned coarse

8 8 8

8 8 4

16 16 16

16 16 8

64x64 128x128

2.21 8.41

2.01 7.90

1.97 5.26

1.52 4.71

256x256 512x512

35.90 817.85

33.87 810.10

23.59 512.76

21.43 498.96

64x64

0.37 0.48

0.41 0.52

0.21 0.39

0.27 0.43

128x128 256x256 512x512

0.67

0.71

0.51

0.56

0.76

0.76

0.60

0.62

1.0 _: := _,_

0.8 _ "_ _" " "'_

0.7 i _\ "\\ " " _ "

0.6 l _ "-. .,"-

i_ lm " •

w 0.5 _ H64X64.

..... 128X128

0.4 '_ _ 256X256

>_512X512

0.3 64x64"

128x128"

0.2 ," _ 256x256"

• r 512x512"
0.1

0.0

-.\

1 2 4 8 16
Processors

* tJsinq a dflfelent # of proco.ssors for *,lie grid levels

_; E6 !)r(,c_ _-._0 s on [ir_e ar14i m÷_: rrl _ri.'_ iev*_ 4,'_ or: (:O.:H£-? I_-ve

FI(;. 6.2, Performance when a different number of processors are speci]ied for" each multigrid level

circulation zone as well as the two recirculation zones, although they are more difficult to see because of the

differences in magnitude.

7. Conclusions/Future Work. The results show that OpenMP can achieve sufficient parallel per-

formance with simple multigrid codes. The code was written such that the user can specie" the numl)er of

processors for each grid level in the configuration file so that re-compilation is not necessary. It is conceivable

that a routine could be incorporated into the code that would determine the optimal number of threads to

use for each grid level at runtime. The next stage would be to remove the three level restriction and re-test

OpenMP's parallel performance. This would most likely show even more of a reduction in overhead when

very coarse grids are used (relative to the fine grid). A direct comparison to MPI and HPF equivalent codes

would also he desired, however it would be difficult to compare the use of a variable number of processors for

each grid level since there would be inlplementation difficulties when using MPI or HPF (specifically with

reshaping of the data at runtime which would be prohibitively expensive).
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